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Forward-backward semiclassical dynamics (FBSD) has been shown to offer quantitative descriptions of the
short time dynamics of low-temperature fluids. This article aims to correct the major shortcoming of FBSD,
namely, its inability to capture dynamical effects of a purely quantum mechanical nature such as tunneling.
To this end, we extend the methodology to a quantum-FBSD scheme, where the evolution along the coordinates
of a quantum particle is obtained by quantum propagation subject to a time-dependent potential that is evaluated
along classical trajectories describing the solvent, whose phase space distributions are determined by FBSD
relations. Numerical tests on a dissipative two-level system show that the quantum-FBSD methodology offers
a semiquantitative description of the quenched tunneling oscillations. Therefore, the quantum-FBSD
methodology will prove to be useful for simulating the dynamics of proton and electron transfer in condensed
phase and biological environments.

I. Introduction

As is well known, the nonlocal nature of quantum mechanics
leads to an exponential scaling of required computational power
with the number of coupled degrees of freedom. As a result,
direct solution of the Schrödinger equation is feasible for
systems with a moderate number of electrons or atoms but is
computationally prohibitive when the number of interacting
particles is large. Available alternatives, such as the path integral
formulation of time-dependent quantum mechanics, require the
evaluation of high-dimensional integrals of oscillatory functions.
Stochastic sampling methods,1 which are ideally suited for
multidimensional integration of functions that are localized and
smooth, fail to converge in polynomial computer time when
the integrand is highly oscillatory, and thus numerical evaluation
of the path integral presents a major challenge.2 Iterative path
integral methods3-7 circumvent this difficulty and allow numeri-
cally exact calculation of the dynamics in system-bath models.
However, despite its utility and relevance for many important
problems, the system-bath Hamiltonian8 does not provide an
adequate treatment of the dynamics of fluids and of many
biological processes. Therefore, there is currently much interest
in approximate simulation methods that are applicable to
processes in complex many-particle systems. Several of such
methods have been developed in the last two decades, including
centroid molecular dynamics,9,10 quantum mode coupling
theory,11 maximum entropy ideas for the inversion of imaginary-
time data,12,13 ring polymer dynamics,14,15 and approaches based
on the time-dependent semiclassical approximation,16 which can
be broadly classified as fully semiclassical techniques17-19

(which preserve the phase that gives rise to quantum interfer-
ence) and quasiclassical methods, such as the Wigner model20

(also derived by linearizing the semiclassical expression21 or
the path integral expression22) and forward-backward semiclas-

sical dynamics (FBSD).23-32 Unfortunately, assessing the ac-
curacy of these approximate methods in realistic systems
presents a difficult task. Some progress in this direction was
recently reported.33,34 In addition, a new iterative Monte Carlo
path integral methodology applicable to general Hamiltonians
allows propagation to long times and thus appears to be
promising.35

A series of papers by our group have presented an FBSD
approximation to time correlation functions on the basis of an
exponential derivative identity,26,27,36 its numerical implementa-
tion and properties,37-45 and various applications to fluids.28,46-50

This methodology for evaluating time correlation functions
constitutes a rigorous stationary phase limit of the full quantum
mechanical expression. The FBSD integrand obtains dynamical
information from classical trajectories and is free of the
oscillatory semiclassical phase, allowing convergence in simula-
tions with hundreds of degrees of freedom. Full quantization
of the Boltzmann density operator is possible, and thus the zero
time value of the FBSD correlation function converges to the
exact quantum mechanical result. A number of calculations on
fluids,28,47-50 including a simulation of helium across the lambda
transition50 and recent comparison with accurate quantum
mechanical results,33,34 have demonstrated that FBSD provides
an accurate description of the early time dynamics in low-
temperature fluids where quantum mechanical (and in some
cases quantum statistical) effects are dominant.

The limitations of FBSD arise precisely from those features
that make it so versatile and efficient, namely, the elimination
of the semiclassical phase and the use of classical trajectories.
As a result, FBSD cannot capture quantum coherence or
tunneling effects during the course of time evolution.19,26

Whereas coherence is naturally quenched in most condensed
phase processes and tunneling is not expected to be significant
in the dynamics of neat fluids, the incorporation of such effects
is a necessary step for applying the FBSD methodology to the
dynamics of a quantum mechanical subsystem (electron, proton,
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or small molecule) in solution. We recently reported some
progress toward treating such systems,44 focusing on conver-
gence issues of FBSD. The present article is concerned with
the more severe limitation associated with the extraction of
dynamical information based on laws of classical mechanics.
To allow for an accurate description of quantum mechanical
effects for the small subsystem of interest, we present a
quantum-FBSD methodology in which the dynamics of the
quantum subsystem is treated fully quantum mechanically and
that of the solvent is treated by FBSD, coupling the two
descriptions by a mixed quantum-classical approximation.51,52

We also describe a multiconfiguration extension of the quantum-
classical approximation in the spirit of the (fully quantum
mechanical) multiconfiguration time-dependent self-consistent
field approximation, which further improves the accuracy of
the propagation. The quantum-FBSD methodology is similar
in spirit to earlier quantum-semiclassical treatments on the basis
of linearization of the solvent forward-backward action,24,25,53-55

but the present formalism differs substantially from these
methods.

The quantum-FBSD methodology is presented in Section II,
along with single- and multiconfiguration quantum-classical
treatment we employ for the time evolution. Illustrative ap-
plications to the dynamics of a two-level system (TLS) in a
bath of harmonic oscillators are shown in Section III. Finally,
some concluding remarks are given in Section IV.

II. Methodology

The central feature of the scheme we lay out in this article is
the extension of the FBSD methodology to allow a fully
quantum mechanical treatment of a small molecular system in
contact with a solvent. The starting point is the molecule-solvent
partitioning we adopted in our previous paper44

where r denotes the coordinate(s) of the system of interest (an
electron, atom, or small molecule), the d-dimensional vector R
contains the Cartesian coordinates of the solvent atoms (the
bath), and V(r,R) is the potential coupling function. We use
1D notation for the system coordinate for notational clarity.

We consider a time correlation function, given by the
expression

where F̂0 is the operator describing the initial density, Â and B̂
are vectors denoting the operators of interest, and the trace is
over all degrees of freedom. For clarity of presentation, we
indicate the system and bath components of the probed operators
as Amol(r̂,p̂), Asol(R̂,P̂) and Bmol(r̂,p̂), Bsol(R̂,P̂). For example, the
choice Âmol ) B̂mol ) p̂, Âsol ) B̂sol ) P̂ gives the momentum
autocorrelation function of all particles, whereas the choice Âmol

) B̂mol ) x̂, Âsol ) B̂sol ) 1 produces the position autocorrelation
function of the molecule of interest in contact with the solvent.
We note, however, that the operators of interest need not have
such simple forms; a generalization of the quantum-FBSD
treatment is given later in this section.

We propagate the molecular and solvent parts within a time-
dependent self-consistent field (TDSCF) model,56-61 approxi-

mating the time evolution operator Û(t) by a product of operators
that act in the two subspaces

The interaction between solute and solvent takes place through
the interdependence of these evolution operators. The first factor
in eq 2.3 describes time evolution under a system Hamiltonian
that is time-dependent by virtue of the mean field potential
arising from the molecule-solvent interaction. Similarly, the
time evolution operator for the solvent also corresponds to a
time-dependent mean field Hamiltonian that depends on the
dynamics of the molecular system. For simplicity, we consider
first a separable initial condition,62 where the density operator
factorizes into system and bath components

Equation 2.4 is often a reasonable approximation for the
calculation of expectation values (Â ) 1). In that case, and with
the assumptions given in the last two expressions, eq 2.2
becomes a product of time-dependent factors for the molecular
and solvent parts, whose evolution is to be calculated self-
consistently within a mean field approximation

Our goal is to calculate the molecular part by a fully quantum
mechanical method, whereas the solvent will be treated within
the FBSD approximation.

In general, the factorized initial condition for the density
operator, eq 2.4, is not valid. In particular, in the calculation of
time correlation functions at finite temperature, the initial density
is given by the Boltzmann operator

where � ) 1/kBT and Z is the canonical partition function. By
evaluating the trace with respect to the system and making use
again of the TDSCF factorization of the time evolution operator,
the correlation function is written as

Use of the discretized path integral63-65 representation of the
Boltzmann operator with ∆� ) �/N gives

Ĥ ) Hmol(r̂, p̂) + Hsol(R̂, P̂) + V(r̂, R̂) (2.1)

CA ·B(t) ) Tr(F̂0Â(0) · B̂(t)) ) Tr(F̂0Â · eiĤt/pB̂e-iĤt/p)
(2.2)

Ûmol(t)Ûsol(t) (2.3)

F̂0 ) F̂mol(0)F̂sol(0) (2.4)

CA ·B(t) ) Trmol(F̂molÂmolÛmol
† (t)B̂molÛmol(t)) ×

Trsol(F̂solÂsolÛsol
† (t)B̂solÛsol(t)) (2.5)

F̂0 ) e-�Ĥ

Z
(2.6)

CA ·B(t) ) Z-1∫ dR0∫ dRN∫ dr0∫ drN〈rN|〈RN|e-�Ĥ|R0〉|r0〉 ×

〈R0|Âsol · Ûsol
† (t)B̂solÛsol(t)|RN〉〈r0|ÂmolÛmol

† (t)B̂molÛmol(t)|rN〉 (2.7)
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Finally, collecting the factors that depend on molecular
coordinates, we obtain

where

is the time correlation function of the molecular system with
respect to an imaginary-time-dependent Hamiltonian generated
by the interaction with the solvent.

The solvent part of eq 2.9 is itself reminiscent of a time
correlation function. To see this, we rewrite eq 2.9 in the form

where q̂1, ..., q̂N are time- and solvent coordinate-dependent
operators that produce eq 2.10 when evaluated in the position
representation, and the density F̃0 is defined accordingly.
Therefore, we apply the FBSD approximation to eq 2.926,27 with
the discretized path integral representation of the Boltzmann
density.36 This procedure involves replacement of the integral
over R0 by a phase space integral. Introducing coherent state
functions |R0P0〉, defined by the relation66

and assuming that the operators of interest are of polynomial
form, the correlation function in the quantum-classical ap-
proximation to the molecule-solvent dynamics becomes

Here the dynamics of the solvent is described by a swarm of
classical trajectories launched from points R0 and P0, which at
the time, t, have phase space coordinates Rt and Pt, and ΛAsol ·Bsol

is a factor that depends on Bsol(Rt,Pt). The molecular part of eq
2.13 is to be evaluated by a fully quantum mechanical
propagation method along a time-dependent Hamiltonian evalu-
ated at the instantaneous coordinate of the given solvent
trajectory. Because of the time-dependent mean field ap-
proximation, the Hamiltonian that generates the dynamics of
the solvent trajectories is itself time-dependent. Therefore, for
each solvent trajectory, the molecule-solvent dynamics follows
a quantum-classical version of the TDSCF approximation.51,52

In previous implementations of quantum-classical propagation
approximations, the initial conditions of the trajectories were
given by the classical Boltzmann factor or, in simple cases, by
the Wigner transform of the quantum density operator. The
Wigner phase space density offers an excellent way of account-
ing for zero-point energy (or quantum dispersion) fluctuations
of the solvent, but performing the necessary integrals to obtain
the Wigner function for a many-particles solvent governed by
anharmonic intermolecular interactions is in itself an extremely
difficult task. Some recent efforts to approximate the Wigner
density32,67,68 have achieved considerable success. The present
FBSD treatment involves a phase space density given by
coherent state matrix elements of a quantum mechanical
operator. These can be straightforwardly evaluated using the
imaginary-time path integral method.

Finally, it is convenient to evaluate the trace of the system
correlation function in a discrete basis set rather than in the
basis of coordinate states. Therefore, we rewrite eq 2.10 in the
form

where Ûmol[R(t′)] is the time evolution operator for the molecular
system in the time-dependent field of the solvent along the
classical trajectory R(t′) (0 e t′ e t).

It is now easy to generalize the quantum-FBSD treatment to
arbitrary operators by allowing Âmol and B̂mol to depend on the
solvent coordinates as well. With the replacement R̂ f R(t),
P̂fP̂(t), eq 2.14 remains unchanged, but now the probed
operators are evaluated with the solvent coordinates set to the
values of the corresponding classical trajectory.

Equation 2.13, together with eq 2.14 (which is to be evaluated
by wave function propagation methods), constitute a mixed
quantum-FBSD treatment of the molecule-solvent dynamics. We
note that the mean field equations are nonlinear; consequently, the
evolution depends on the initial conditions (and thus on the choice
of basis functions). Below we describe single- and two-configu-
ration quantum-classical propagation approximations.

CA ·B(t) )

Z-1 ∫ dr0 ∫ dr1...∫ drN ∫ dR0 ∫ dR1...∫ dRN ×

e-∆�V(RN,rN)〈RN|e-
1

2
∆�Ĥsol|RN-1〉〈rN|e-

1

2
∆�Ĥmol|rN-1〉... ×

e-∆�V(R2,r2)〈R2|e-∆�Ĥsol|R1〉〈r2|e-∆�Ĥmol|r1〉 ×

e-∆�V(R1,r1)〈R1|e-
1

2
∆�Ĥsol|R0〉〈r1|e-

1

2
∆�Ĥmol|r0〉 ×

〈R0|Âsol · Ûsol
† (t)B̂solÛsol(t)|RN〉〈r0|ÂmolÛmol

† (t)B̂molÛmol(t)|rN〉
(2.8)

CA ·B(t) ) Z-1 ∫ dR0 ∫ dR1...∫ dRN〈RN|e-
1

2
∆�Ĥsol|RN-1〉...

〈R2|e-∆�Ĥsol|R1〉〈R1|e-
1

2
∆�Ĥsol|R0〉 ×

〈R0|Âsol · Ûsol
† (t)B̂solÛsol(t)|RN〉Cmol(R1, ..., RN;t) (2.9)

Cmol(R1, ..., RN;t) ) Trmol(e-∆�V(RN,r̂)e-
1

2
∆�Ĥmol...e-∆�V(R2,r̂) ×

e-∆�Ĥmole-∆�V(R1,r̂)e-
1

2
∆�ĤmolÂmolÛmol

† (t)B̂molÛmol(t)) (2.10)

CA ·B(t) ) Tr(q̂Ne-
1

2
∆�Ĥsolq̂N-1...e

-∆�Ĥsol ×

q̂1e
-

1

2
∆�ĤsolÂsol · Ûsol

† (t)B̂solÛsol(t))

≡ Tr(F̃0Âsol · Ûsol
† (t)B̂solÛsol(t)) (2.11)

〈R|R0P0〉 ) ( 2
π)d/4

(det γ)1/4exp[-(R - R0) ·γ · (R - R0) +

i
p

P0 · (R - R0)] (2.12)

CA ·B(t) ) (2πp)-d∫ dR0∫ dP0∫ dR1...

∫ dRN〈R0P0|e-
1

2
∆�Ĥsol|RN〉...〈R2|e-∆�Ĥsol|R1〉 ×

〈R1|e-
1

2
∆�Ĥsol|R0P0〉ΛAsol ·Bsol

(R0, P0, R1, ..., RN;t) ×

Cmol(R0, R1, ..., RN;t) (2.13)

Cmol(R1, ..., RN;t) ) ∑
n

〈φn|e-∆�V(RN,r̂)e-
1

2
∆�Ĥmol...

e-∆�V(R2,r̂)e-∆�Ĥmole-∆�V(R1,r̂)e-
1

2
∆�Ĥmol ×

ÂmolÛmol
† [R(t')]B̂molÛmol[R(t')]|φn〉 (2.14)
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a. Single-Configuration Approximation. This follows the
standard quantum-classical approximation51,52 in which the
evolution of the wave function

(where |ψn(0)〉 ) |φn〉) is given by the Schrödinger equation with
a time-dependent potential determined by the instantaneous
position of the solvent particles along a particular trajectory

while each solvent trajectory follows the equation of motion

Note that because the Hamiltonian in eq 2.16 is hermitian, the
norm of the wave function is preserved. Equations 2.16 and
2.17 are solved self-consistently for each system basis function
and solvent trajectory.

b. Two-Configuration Approximation. The single-config-
uration version of the time-dependent self-consistent field
approximation fails to describe processes that involve bifurcation
of the evolving wave function, necessitating multiconfiguration
treatments. For example, it has been shown69 that the standard
single-configuration TDSCF treatment fails to capture the effects
of tunneling in a symmetric double-well potential coupled to a
harmonic bath. The multiconfiguration time-dependent self-
consistent field scheme (MC-TDSCF)69,70 is able to correct the
shortcomings of the mean field approximation and often leads
to semiquantitative results, even with a few configurations if
these are chosen judiciously. As is well known, MC-TDSCF
expansions converge to the full quantum mechanical solution
as the number of configurations is increased.

Here we describe a quantum-classical MC-TDSCF ap-
proximation where the wave function for the quantum particle
is expressed in terms of M spatially localized configurations,
each of which evolves in the field generated by a solvent
trajectory. The main difference from the single configuration
approach is that the trajectory of the solvent now experiences
the average force with respect to a localized wave function
corresponding to the given configuration, as opposed to the

global average over the entire system, thus providing a more
detailed account of the molecule-solvent interaction. Unlike
the fully quantum mechanical MC-TDSCF scheme, however,
the multiconfiguration quantum-classical treatment we introduce
here is not necessarily expected to converge to the exact
dynamics because the quasiclassical nature of the solvent
propagation causes destruction of phase coherence.

To propagate each system state ψn entering eq 2.14, the wave
function is expressed as a linear combination of the orthogonal,
localized basis functions �i (i ) 1, ..., M) that constitute the
relevant configurations

The expansion coefficients are propagated in time according to
the differential equations

where

The interaction potential in eq 2.20 is evaluated at the coordinate
of a trajectory that obeys Newton’s equations with a force that
arises from the average system position calculated with respect
to the particular configuration, that is

III. Applications

We illustrate the quantum-FBSD methodology on a TLS
coupled to a harmonic dissipative bath. The Hamiltonian is

|ψn(t)〉 ≡ Ûmol[Rn(t')]|ψn(0)〉 (2.15)

ip
∂

∂t'
|ψn(t')〉 ) {Ĥmol + V(r̂, Rn(t'))}|ψn(t')〉 (2.16)

Figure 1. Average TLS position as a function of time at zero temperature for (a) � ) 0.09 and (b) � ) 0.5675. The bath cutoff frequency is ωc

) 2.5 Ω. Points: exact quantum mechanical results obtained via an iterative evaluation of the path integral.4 Dashed line: results of single-configuration
quantum-FBSD calculation. Solid line: results of two-configuration quantum-FBSD calculation.

mR̈n(t') ) - ∂

∂Rn(t')
{Hsol(Rn(t'), Pn(t')) +

〈�k|V(r̂, Rnk(t'))|�k〉} (2.17)

|ψn(t)〉 ) ∑
k)1

M

ank(t)|�k〉 (2.18)

ipȧnk(t') ) ∑
l)1

M

〈�k|Hnk|�l〉anl(t') (2.19)

Ĥnk(t') ) Ĥmol + V(r̂, Rnk(t')) (2.20)

mR̈nk(t') ) - ∂

∂Rnk(t')
{Hsol(Rnk(t'), Pnk(t')) +

〈�k|V(r̂, Rnk(t'))|�k〉} (2.21)
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where σx and σz are the Pauli spin operators, which on the basis
of left- and right-localized states |�L〉 and |�R〉 have the form

and 2pΩ is the tunneling splitting. The frequencies and coupling
coefficients are specified collectively by the spectral density
function62

where the friction coefficient, η, is related to the dimensionless
Kondo parameter � ) 2η/πp.

In the quantum-FBSD calculations, the continuous bath is
approximated by a set of up to 65 harmonic oscillators. We
adopt a procedure that has been previously described71 to choose
the frequencies that lead to an adequate representation of
the continuous bath. The coupling constants are proportional
to the frequencies.

We assume that both the TLS and bath are at zero temper-
ature; that is, the initial density operator has the form

where Φ0
j is the ground-state wave function of the harmonic

oscillator with frequency, ωj. The coherent state transform of
the zero-temperature density operator for the harmonic bath and
also the factor Λ entering the FBSD expression, are available
analytically.38 We set Âmol ) B̂mol ) σ̂z and Âsol ) B̂sol ) 1 and
report the TLS average position as a function of time, 〈σz(t)〉,
at two values of the Kondo parameter.

The time-dependent TLS wave function is expressed as a
linear combination of the orthogonal left- and right-localized
basis functions

In the single-configuration approximation, the expansion
coefficients are propagated in time according to the differential
equations

where

whereas the bath trajectories satisfy the differential equation

In the two-configuration calculation, the wave function is
given again by eq 3.5, but the differential eqs 3.6 and 3.7 for
the expansion coefficients now involve the Hamiltonian at two
distinct trajectories, R(L) and R(R), which are now propagated
according to the local force

In both cases, the expectation value of the TLS position

is obtained by integrating eq 3.11 with respect to the bath
trajectory initial conditions R0,P0.

Figure 1 shows the results of the quantum-FBSD calculations
for two values of the Kondo parameter, � ) 0.09 and 0.5675.
Also shown are numerically exact results obtained via iterative
evaluation of the path integral.4 In the simplest single-config-
uration approximation, the results are very similar to those
reported by Stock72 using the quantum-classical approximation
with a Wigner phase space density. As seen in Figure 1, the
quantum-FBSD methodology reproduces the quenched tunneling
oscillations semiquantitatively, predicting somewhat faster de-
coherence compared with the fully quantum mechanical results.
This behavior is characteristic of FBSD (and other quasiclas-
sical) methods and has been observed in similar calculations
on single-minimum anharmonic oscillators.26 Furthermore,
Figure 1 shows that the two-configuration quantum-classical
treatment significantly improves the agreement with the path
integral results, leading to nearly exact results.

Unlike pure FBSD treatments, which fail to account for
tunneling in a double-minimum potential, the mixed quantum-
FBSD methodology is capable of capturing the tunneling effects
over several tunneling oscillation periods. Therefore, the
quantum-FBSD methodology corrects the main flaw of FBSD
in cases where tunneling in real time is important.

IV. Concluding Remarks

We have shown that it is possible to extend the FBSD
methodology to account for purely quantum mechanical effects
along the dynamics, which cannot be captured by classical
trajectories within a quasiclassical or semiclassical framework.
In the quantum-FBSD methodology we introduced in this article,
the time evolution is obtained through mixed quantum-classical
propagation (which we have also extended to a multiconfigu-
ration scheme), whereas the trajectory initial conditions are given
by the coherent state matrix element prescribed in the FBSD
methodology. Quantum-classical methods have been used
extensively in the past, with either a fully classical or Wigner-
type treatment of the density operator. The advantage of the
present quantum-FBSD method arises from the simplicity of
the coherent state transform that gives the FBSD phase space
density, which can be evaluated on the fly by imaginary-time
path integral methods, without having to resort to additional
approximations. We have also presented a multiconfiguration

Ĥmol ) -pΩσ̂x, Ĥsol ) ∑
j

1
2

P̂j
2 + 1

2
mωj

2R̂j
2,

V̂ ) ∑
j

cjσ̂zR̂j (3.1)

σ̂x ) |�R〉〈�L| + |�L〉〈�R|, σ̂z ) |�R〉〈�R| - |�L〉〈�L|
(3.2)

J(ω) ) ηωe-ω/ωc (3.3)

F̂0 ) |�R〉〈�R| ∏
j

|Φ0
j 〉〈Φ0

j | (3.4)

|ψ(t)〉 ) aL(t)|�L〉 + aR(t)|�R〉 (3.5)

ipȧL(t) ) 〈�L|Ĥ(t)|�L〉aL(t) + 〈�L|Ĥ(t)|�R〉aR(t) (3.6)

ipȧR(t) ) 〈�R|Ĥ(t)|�L〉aL(t) + 〈�R|Ĥ(t)|�R〉aR(t) (3.7)

Ĥ(t) ) -pΩσ̂x + ∑
j

1
2

Pj(t)
2 + ∑

j

1
2

Rj(t)
2 - σ̂z ∑

j

cjRj(t)

(3.8)

mR̈j(t) ) -mωj
2Rj(t) + (|aR(t)|2 - |aL(t)|2)cj (3.9)

mR̈j
L(t) ) -mωj

2Rj
L(t) - cj, mR̈j

R(t) ) -mωj
2Rj

R(t) + cj

(3.10)

〈σz(t)〉 ) |aR(t)|2 - |aL(t)|2 (3.11)
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generalization of the quantum-classical propagation method that
can be used in quantum-FBSD calculations.

Our numerical results on a prototype tunneling system
coupled to a dissipative bath showed that the simple (single-
configuration) quantum-FBSD scheme is able to account for
quantum tunneling effects nearly quantitatively while maintain-
ing the versatility of FBSD that is crucial to applications in
complex many-particle environments. The somewhat more
expensive two-configuration quantum-FBSD calculation led to
almost perfect agreement with the numerically exact path
integral results. Therefore, we envision that the quantum-FBSD
methodology will allow the simulation of chemical processes
such as proton and electron transfer in condensed phase or
biological environments.
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